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Abstract—We present FANNCortexM, an open-source toolkit built upon the Fast Artificial Neural Network (FANN) library to run lightweight neural networks on ARM Cortex-M series microcontrollers. The toolkit takes a neural network trained with FANN and generates code targeted at execution on low-power microcontrollers either with a floating-point unit (i.e., ARM Cortex-M4F and M7F) or without a floating-point unit (i.e., ARM Cortex M0-M3). The toolkit is optimized in terms of memory and computational resources. We demonstrate its functionality on the basis of a sample application scenario performing stress detection on a wearable multi-sensor bracelet. Experimental results show a high classification accuracy of 96% for the target application scenario, and low latency of only a few microseconds while keeping the memory requirements (11kB flash storage, 36kB RAM) far below the limitations of the device. Power measurements show a power consumption of only 1.6mW, thus allowing continuous stress detection for 29 days.
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1. INTRODUCTION

IoT devices require to be energy efficient, low cost and non-invasive to be effective, as they are often supplied by small size batteries. Moreover, the new trend of such devices is to be “smart” to make a decision on their own. There are many examples of smart devices that are already a commercial success, for instance, smart clothes, smart sensors in home automation and wearable sensors in healthcare systems [1]. Most of the commercial success of these smart devices is due to the advancements in low power circuits and systems as well as the availability of ubiquitous wireless connectivity [1], [2].

The IoT vision will bring billions of these devices in our life very soon. This “invasion” of devices will create fascinating challenges for industrial and academic researchers. Among others, there is a huge amount of data that these smart devices will produce and that needs to be processed [3]-[8]. Today, powerful cloud-based data analytics techniques are available, but they require an internet connection. However, pushing the analysis to the cloud is not possible in a wide range of application scenarios [3]. Thus, edge computing, where real-time feature extraction, analysis, classification, and local decision-making are carried out close to the sensors are becoming an essential ingredient to achieve a truly scalable and robust IoT infrastructure [9].

A promising approach to improve the intelligence of IoT devices is endowing them with the capability of running neural networks [7]-[10]. Recent results on these machine-learning models demonstrate impressive classification accuracy that in some cases even out-perform human accuracy [19], [20]. One very important feature of neural networks is their flexibility that makes the algorithms suitable for a wide range of applications. Lots of research efforts towards specialized hardware and optimized inference algorithms to run such neural networks on power-constrained devices have been made over the last few years [11]-[18]. However, there are very few examples of neural networks that are running on low power microcontrollers, which are the most common compute engines available at the edge of the IoT [19]-[24]. This is particularly the case, because the majority of approaches are using deep convolutional neural networks, which are extremely accurate and well-suited to classify image frames but require a huge amount of memory and computational resources. However, there are many application scenarios, especially dealing with low-bandwidth, low-power non-frame based sensors, where multi-layer fully connected and sparsely connected networks are more than enough [10][25].

The Fast Artificial Neural Network library (FANN) is a free open source neural network library [25], which implements multi-layer artificial neural networks (ANNs) in C with support for both fully connected and sparsely connected networks. This paper presents an open source framework for easy deployment of neural networks trained with FANN on ARM Cortex-M cores, which are the dominant processor core in most microcontrollers. Our framework runs on microcontrollers with a floating-point unit (i.e., ARM Cortex-M4F) or without a floating-point unit (i.e., ARM Cortex-M0+) [26]. We present both the framework and the tools to train artificial neural networks as well as experimental results based on a multi-sensors wearable device designed around an ARM Cortex-M4F processor (TI-MSP432). A working artificial neural network is presented for a challenging application scenario of stress detection on a wearable device [27]-[28]. Experimental results demonstrate the small memory footprint needed and the good accuracy achieved with an ANN with a 6-input, 3-class perceptron with 2 hidden layers. Moreover, we evaluated the biggest network fitting in the 256kB of memory available, with up to 1000 nodes and 47900 weights.

The main contributions of the paper are:

- We present an open source framework based on FANN, which allows building multi-layers artificial neural network-based classifier on all ARM Cortex M family processors both with and without a floating-point unit.
• We implement a fully connected network for stress detection using a multi-sensor wearable device based on an ARM Cortex-M4F microcontroller.
• We present experimental results with in-field measurements in terms of memory usage, accuracy, the larger network that can be used and the power consumption.
• We have released the framework as open source software\(^1\) to help engineers and academics to have a powerful and easy to use tool to deploy ANNs on ultra-low power devices and IoT devices.

The rest of the paper is organized as follows. We will start by providing an overview of the framework and discussing the properties of the Cortex-M series. Next, we introduce the emotion and stress detection application scenario. Thereafter, the experimental results are presented before concluding the paper.

II. NEURAL NETWORK TOOLKIT OVERVIEW

Developing an intelligent sensor device with onboard processing capabilities encompasses many steps (cf. Figure 1). Development starts with specifying a clear target application and which platform and sensors to use, collecting data, and annotating it with the desired labels. In the next step, the data should be preprocessed, identifying and applying suitable feature extractors, optionally performing data augmentation, normalizing the data and preparing it in a suitable data format for training. Then the neural network has to be specified and trained, the network’s hyperparameters and its structure have to be explored (number of layers and nodes, which activations), promising networks have to be trained, and the best network has to be identified. If the desired accuracy cannot be obtained, the previous steps have to be revisited (collection of more data, different feature extractors, changing the data augmentation for the training samples). Once the desired accuracy has been achieved, the network must be deployed on the device, converting the neural network to fixed-point (if no hardware floating-point support is available), developing an optimized implementation for the target device, cointegrating it with the sensor read-out and preprocessing, and measuring the resulting performance and power.

A. Artificial Neural Networks

In this work, we focus on multi-layer perceptrons, which are moderately resource-demanding and are used as classifiers after applying suitable non-learnable feature extractors. These multi-layer networks are much less demanding than deep convolutional networks in terms of memory and computing requirements, and they are still widely used and very effective in many application areas such as medical data analysis and in general applications based on sensors that do not produce images.

Multi-layer perceptrons consist of three or more layers of nodes: an input layer, one or more hidden layers, and an output layer. Each layer contains a fixed number of nodes, which (except for the inputs) is a weighted sum of the previous layer’s nodes and a bias, followed by a non-linearity such as sigmoid or ReLU functions. The entire network is typically trained end-to-end by optimizing its parameters (weights and biases) using backpropagation and stochastic gradient descent, such that it maps the samples from the dataset to the labels to the best of its abilities (measured by a loss function). The multi-layer perceptron is specified by the number of hidden layers, the number of nodes within each layer, which non-linearities are used (e.g. sigmoid), and the loss function (e.g. cross-entropy loss or mean squared error).

![Figure 1: Process flow from concept to deployment.](Image 341x394 to 530x734)

B. Fast Artificial Neural Network (FANN) Library

FANN\(^2\) [25], [29] is an easy-to-use, mature and well-documented framework to train and perform inference on multi-layer neural networks. It is all written in C, but has bindings to many languages, such as Python, MATLAB, Rust, etc. Due to its popularity, many graphical tools to aid training ANNs and selecting the right architecture and hyperparameters have become available. FANN also includes an automatic hyperparameter tuner and can optimize ANNs for fixed-point inference.

FANN uses a simple file format for storing the dataset and the trained ANN model. It does not support training on GPUs, which simplifies the framework and is not required for networks of a size range suitable for deployment on low-power microcontrollers. The CPU implementation is highly optimized with features such as cache optimizations and approximations of various activation functions as step-linear out-of-the-box.

C. Open-Source FANNCortexM

Our main contribution is to show that multi-layer ANNs can be implemented on ultra-low power microcontrollers, specifically on the ARM Cortex-M family. We have developed an optimized implementation of the inference step

\(^1\)https://github.com/lukasc-ch/FANN-on-ARM

\(^2\)http://leenissen.dk/fann/wp/
for all commonly used functions and layers, making use of ARM M-series-specific instructions. Along with it, we created a script for automatic conversion of the trained network to a directly callble dependency-free C function including a test method which applies samples from the dataset for verification and benchmarking. Notably, the generated code files include all parameters of the network to overcome the need for file system support. This allows for a very simple workflow:

1. Convert the data to the FANN standard format,
2. Train a neural network using FANN and save it,
3. Apply the conversion script to the ANN and dataset,
4. Call the fann_type* fann_run(fann_type *input) function from within the code.
5. Build your code together with the generated files and evaluate the resulting application.

Our converter supports fixed-point and floating-point models and can thus run also efficiently on microcontrollers without a floating-point unit. We have released the code as open source software online.

D. FANNTool to train the network

To facilitate training the neural network, to select an appropriate network architecture, to determine the number of layers and nodes, and choosing a suitable activation function, the FANN community provides a convenient utility: the FANNTool [11]. Its interface allows for easy modification of the network’s hyperparameters, training method, a weight initialization method, and monitoring training progress. It further supports the fully-automated selection of the network’s hyperparameters by iteratively modifying them. Figure 2 shows a screenshot of the FANNTool 1.2.

![Screenshot of the FANNTool 1.2 user interface](image)

Figure 2: Screenshot of the FANNTool 1.2 user interface

III. LOW-POWER EMBEDDED PROCESSING: ARM CORTEX-M FAMILY

Low-power embedded systems based on microcontrollers are characterized by on-chip SRAM of few kB (256kB-512kB) and non-volatile flash memory of max 1-2MB. Today, most popular low-power microcontrollers are based on ARM Cortex-M processor cores. The ARM Cortex-M (M0; M3; M4; M7) family features different computational capabilities and operating frequencies, and they have power consumption in the mW range. The typical frequency is 16 MHz for the M0 and up to 200 MHz for the recent and more powerful M7. The majority of these processors have no floating-point unit and only the ARM Cortex-M4F and M7 implement a floating-point unit. The flash memory is typically used to preload the program code and static data, while the SRAM is used for the run-time code and main data memory. Thus, one of the constraints to be taken into account is the size of the non-volatile memory. Moreover, as microcontrollers are designed with low power and low cost in mind, operations per second and volatile memory footprint need to be taken into account. Finally, it is important to notice that some of ARM Cortex-M cores have an integrated digital signal processing (DSP) unit and a DSP-enhanced instruction set. This is the case of all the ARM Cortex-M3/basic) and M4 and M7. The DSP unit can be used to accelerate many of the operations used for signal processing and data analysis. Most notably, the Cortex-M4 and Cortex-M7 have integrated single instruction, multiple data (SIMD) instructions and multiply-accumulate operations that might be exploited to accelerate computation in neural networks.

The Cortex Microcontroller Software Interface Standard (CMSIS) is a vendor-independent hardware abstraction layer for the Cortex-M processor series and defines generic tool interfaces [26]. CMSIS enables consistent device support and simple software interfaces to the processor and the peripherals, simplifying software reuse, reducing the learning curve for microcontroller developers and reducing the time to market for a new device. Artificial neural networks have a high number of multiplications, so minimizing the time increases the efficiency of the solution. In the FANNCortexM toolkit, we used extensively point multiplication optimization function arm_dot_prod for floating point and not floating point, where we evaluated an increase of execution time of 36% compared with the not using it, that shows the importance of CMSIS. Among others we have also used arm_fill and arm_copy that also gave an improvement in the range of 30% in execution time. Moreover, CMSIS optimizes the computational time of many functions such as DSP operation. The DSP library includes over 60 digital signal processing related functions that are optimized for the Cortex M processors. DSP functions can be very useful for features extraction (i.e. to perform fast Fourier transformations) but are not required for FANNCortex toolkit, which can run with optimized performance also in Arm-Cortex M0 or other processors without DSP.

IV. EMOTION AND STRESS DETECTION

In order to evaluate FANNCortexM, we decided to use a challenging application use case where bio-signals are processed: the detection of the stress level of humans. Previous work on stress detection exists using different approaches and feature extractors to detect levels of stress. The authors of the dataset [30] used, achieve 97% accuracy predicting the stress level on 112 samples by using five-minute non-overlapping segments of the data [30]. They calculated in total 22 features of which nine are statistical, four spectral power features, eight skin conductivity features and heart rate variability. Many others reach comparable accuracy using machine-learning approaches on the same dataset with different feature sets. In [28] 8 features from the same dataset were extracted using characteristics of the ECG data. With 10-fold cross-validation and 3 classes, they reach up to 70.15% accuracy and with 2 classes 97.92%. Using only 1 feature and 2 classes they reach 100% accuracy. In [32], 99% accuracy was reached using heart rate, respiration rate,
foot galvanic skin response, and hand galvanic skin response. In [33], 76.93% accuracy is achieved using an ECG-based method. In [34] GSR data are used to perform stress detection. However, the authors conclude that more information besides GSR data is necessary to perform reliable stress detection.

**A. Features Extraction**

Previous works [30]-[34] are giving a very good evaluation on the most suitable features extraction for stress detection. However, all the features are extracted on a PC and are not considering the device limitation, particularly in terms of memory of a microcontroller. In our application scenario, the available RAM is limited to 64-128kB. Many previous works are recording several minutes of data before extracting features. However, with ECG data sampled at 250Hz, the 64kB of RAM would be filled in less than 90 seconds. Including additional sensors to measure e.g. the galvanic skin response (GSR) further shortens this time. Therefore, one important aspect for selecting suitable features is their compatibility with the resources available on the selected microcontroller unit (MCU).

In this work, we optimized the feature extraction and explored the minimum sampling time required for satisfying stress level classification. To evaluate the performance of the FANNCortexM, we focus only on GSR and ECG data. After an evaluation of different combinations, a total of 6 features based on GSR and ECG were chosen and implemented. The features were taken from the dataset by splitting it into subsets with equal stress level—transitions between different stress levels where generously left out. To generate a constant number of samples in the training and test sets, feature extraction used overlapping intervals for longer sampling periods. Most training sets contain 570 samples and most test sets 70 samples.

For the ECG data, we calculated four features: mean R-peak interval, RMSSD, SDSD, and NN50. Where RMSSD is the root mean square and SDSD the standard deviation of the successive differences between neighboring RR intervals. NN50 is the number of neighboring RR interval pairs which differ by more than 50ms. The R-peak is the most significant peak in an ECG measurement and mostly used for heart rate measurement. For GSR data we used the well-known technique detecting rising edges of the GSR signal and computing the length and height of the slope [34]. The total number of detected edges, the sum of the heights, the lengths of the slopes and the mean GSR value are the four remaining features of our dataset.

Verification showed a high accuracy of up to 96% for these features for split datasets, but accuracy dropped on 10-fold cross validation (cf. Figure 3). We thus normalized the data by subtracting the mean value and limited the range to plus/minus 1.0 to improve the generalization capability of the trained system across all our tests.

**B. Artificial Neural Network**

Neural networks of various sizes and layouts were tested using the FANNTool. To find the best settings, we combined our results from Matlab tests with the settings FANNTool recommended, optimized the network size, and picked the solution with the best accuracy. It was found that all 6 input features with only one hidden layer consisting of three hidden neurons achieved the best accuracy. After the selection of the 6 input features and determining that a neural network with only one hidden layer with three neurons yielded best results, we made a performance comparison to determine how the sample period length impacts accuracy. A sweep over the sample periods from 3s to 300s using 10-fold cross-validation was used for accuracy calculation and for finding minimum sample periods required (Figure 3).

**V. EXPERIMENTAL RESULTS**

We have conducted several experiments to evaluate the FANNCortexM library deployed on a complete hardware system with ARM Cortex-M4 processors from different companies: Texas Instruments MSP432, Ambiq Apollo 2 and ST STM32L4. Specifically, stress detection has been implemented and evaluated on the EmoTracker platform [38]. Figure 5 shows the block diagram of EmoTracker that uses a TI MSP432 as the MCU and includes electrocardiography (ECG), galvanic skin response (GSR), microphone, skin temperature and a 9-axis inertial measurement unit as sensors and Bluetooth Low Energy (BLE) as the communication interface.
The chip is in active mode and consumes 8 mW in active mode and 10 µW in standby. Every neuron requires 16 bytes of additional information which contains e.g. the activation function used. Each weight uses 4 bytes of flash storage. As neural networks are organized in layers and the number of neurons can vary from layer to layer, this consumes 8 additional bytes of flash memory per layer.

The biggest network we tested had 50 nodes each, 5 input and 3 output nodes, for a total of 1000 nodes and 47900 weights. The reported memory consumption was 250 kB of the flash memory and 36 bytes of RAM. The remaining memory consumption is dynamic and varies with the size of the network. All nodes are stored in RAM and require 4 bytes each. The memory allocation is done statically such that insufficient memory will be detected at compile time. All other data (weights, biases) are stored in flash memory and are not loaded into RAM. Every neuron requires 16 bytes of additional information which contains e.g. the activation function used. Each weight uses 4 bytes of flash storage. As neural networks are organized in layers and the number of neurons can vary from layer to layer, this consumes 8 additional bytes of flash memory per layer.

The biggest network we tested had 20 hidden layers with 50 nodes each, 5 input and 3 output nodes, for a total of 1000 nodes and 47900 weights. The reported memory consumption was 250 kB of the flash memory and the MSP432’s on-chip RAM usage was approximately 50%.

B. Power and Energy Consumption

In the following, we discuss the contribution of the individual components of the system to its overall power (cf. Table 1):

- The ECG front end requires 740 µW in active mode and is continuously running.
- The GSR front end continuously consumes 30 µW.
- The BLE (CC2650) chip has to transmit very little data in our system. Its duty cycle limited by the maximum effective connection interval of 16s, after which a transfer lasting a minimum of 2.5ms is expected. During this phase the chip is in active mode and consumes 10 mW; otherwise, it is in standby mode and dissipates a mere 3 µW.
- The microcontroller (MSP432) is the most power hungry device, using 25 mW in active mode and 10 µW in standby. Every 4ms it reads two samples from the ECG front end over SPI at 1 MHz for 72 µs. The GSR sensor is read every 8ms, which takes 122 µs. The feature extraction takes 25 µs per sample and can be performed during the data transfer of the next sample, and thus does not impose additional active time. After enough samples have been collected (e.g. after 6s), the feature extraction is finalized (96 µs) and the classification using the neural network is performed (1385 µs). It is thus in active mode 3.3% of the time to read the sensor data, which results in a power of 830 µW and an additional 37 µJ per classification (6 µW@1 classif./6s).

The overall power consumption is thus 1.6 mW. The coin cell used in the EmoTracker has a capacity of 1110 mWh, which allows continuous operation of the device for 29 days without recharging. In many use cases, the stress level would not need to be determined every 6s and the entire device could be duty-cycled by a factor of 10x, providing a lifetime of 290 days.

Table 1: Power Consumption Overview

<table>
<thead>
<tr>
<th>Component</th>
<th>Active (48 MHz)</th>
<th>Standby</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>ECG front end</td>
<td>740 µW</td>
<td>160 µW</td>
<td>740 µW</td>
</tr>
<tr>
<td>GSR front end</td>
<td>30 µW</td>
<td>--</td>
<td>30 µW</td>
</tr>
<tr>
<td>MSP432</td>
<td>25 mW</td>
<td>10 µW</td>
<td>836 µW</td>
</tr>
<tr>
<td>BLE (CC2650)</td>
<td>10 mW</td>
<td>3 µW</td>
<td>5 µW</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>1611 µW</strong></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

VI. Conclusion

Artificial intelligence and machine learning for low power Internet of Things devices that host microcontrollers are key technologies for near-sensor data analysis and decision making. Among others, deep learning and multi-layer artificial neural networks are showing incredible performance in term of accuracy in many applications. However, very few implementations and measurement results exist for low power microcontrollers. We have presented FANNCortexM, a toolkit to facilitate deployment of neural networks trained using the open source Fast Artificial Neural Network (FANN) library. Our toolkit is optimized for ARM Cortex-M processors, both with and without a floating-point unit, which will be compared in future works. With a case study on stress detection, we have demonstrated that artificial neural networks are suitable for deployment on ultra-low-power microcontrollers in terms of memory usage, compute time, and energy consumption. The toolkit is ready to be used to deploy neural networks for applications on low-power embedded systems.
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