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Abstract—In the Internet of Things (IoT) scenario, the deployment of integrated environments have pushed forward the collaboration of heterogeneous devices to match wide-ranging user requirements. However, several open challenges need to be solved such as the intrinsic unreliability of IoT devices as well as the variety in users’ preferences when sharing their devices. In this paper, we give a contribution by proposing a novel hybrid paradigm to support the cooperation among IoT devices and exploit their unused resources. Our solution is based on the Social IoT concept (SIoT), where objects are connected to the Internet create a dynamic social network based on the rules set by their owner. In particular, we introduce the concept of Social Mobile-IoT Clouds (SMICs), where heterogeneous devices combine their resources to serve other co-location devices requirements. In the proposed mechanism, the notion of object sociality is considered to build the required trustworthiness among devices. To this aim, we make use of a Many to Many (M–M) assignment game based on matching theory to support the cooperation among devices. Our simulation results confirm the enhancements achievement in terms of percentage of resources being successfully assigned.

I. INTRODUCTION

Internet of Things (IoT) encompasses a large number of uniquely addressable smart devices and support diverse applications, interacting in a non-trivial way. This vision foresees a billion of everyday physical objects, equipped with different capabilities, to be connected to the Internet and enhanced with intelligence in order to make smart our environment [1]. However, the IoT includes devices with heterogeneous resources, both considering their computing and storage capabilities and the adopted communication technologies, which then rely on Cloud solutions to implement the required collaboration to run applications. Recently, fog computing [2] has emerged to address the issues of cloud-based solutions, by offering a faster processing time and a lower latency in order to meet applications’ requirements. This is achieved by moving the remote data centers toward the edge of the network and deploying a large number of distributed virtualization platforms between end-user and the cloud.

Moving forward on this road, the idea of IoT devices cooperating opportunistically is gaining even more popularity. This approach, identified as Mobile Edge Computing (MEC) [3], focuses on the possibility to create local cloud by aggregating group of devices and their relevant resources to further reduce service execution time [4]. Besides, as the range of devices seeking for online services continues increasing, several substantial works have emerged in literature around designing cooperative method to utilize the potential of IoT devices, such as [5]–[8]. However, all the existing works neglect to address two important factors: the owners possessing the devices have different goals when they decide to share their devices’ resources and may need some kind of incentive in order to participate in a local cloud; moreover, the IoT environment is a unreliable system, where malicious nodes represent a constant threat for a successful cooperation, especially when considering the direct exchange of information among devices.

To solve these problems, we rely on a novel approach based on the vision of social relationships among different devices. Without losing generality, we refer to the Social Internet of Things (SIoT) paradigm proposed in [9], where devices can create and manage their own relations based on the set of rules set by their owners. This is expected to increase the probability of cooperation, since considering social behavior can act as an incentive for cooperation among devices [10]. Moreover, it has been studied that a trustworthiness management based on the SIoT concept is able to improve the performance of the network by filtering out untrusted devices [11].

With regard to these considerations, in this paper we investigate the situations where several connected components combine into temporary collections of functions and services. We refer to such collections as “Social Mobile-IoT Clouds” (SMICs), that allow users to create federations of different type of resources that can be shared with other users in order to run applications. Indeed, this approach utilizes the opportunistic resources available from co-location devices, existing in the coverage of same network edge node (EN). The local EN, as a first access point or fog node, is designed for control and management function, while differently from fog services, the whole task execution is delegated to the devices themselves. The main role of EN is to coordinate the matching between application requests and device resources in order to maximize the user preferences.

The paper is organized as follows. Section II provides an overview on related works. Section III illustrates the reference scenario and the problem formulation. In Section IV the problem of the edge assisted Social Mobile-IoT Clouds is formulated by means of a matching optimization algorithm. The performance evaluation is reported in Section V, and conclusions and future works hints are given in Section VI.
II. STATE OF THE ART

This section provides a brief overview of related works on mobile cloud and fog computing as well as a brief introduction to social IoTs.

A. Mobile Cloud and Fog Computing

With recent advances in cloud computing, a new paradigm is emerged named mobile cloud computing (MCC). The main goal of MCC is to help mobile users by providing a rich functionality, regardless of the resource constraint of mobile devices. Its major focus is enhancing computations and storage capabilities of mobile devices by outsourcing some services to cloud data center.

In [3], the interaction between mobile devices and a fixed data center is investigated in order to provide resources for desired services. Generally, there are two main architectures for MCC: in the first category, there is a central high power data center that provide resources for mobile users. The second category encompasses cooperation-based methods, where mobile devices also can share their resources and services. In [12], a distributed solution to create local mobile clouds is presented. However, in such infrastructure-less solutions, the overhead of signaling among devices to create and maintain the local clouds is too heavy. On the other hand, the sheer limitations of central based MCC architecture are the bandwidth and latency caused from communication with remote data center, that is not acceptable for some IoT applications that need real-time services.

To overcome these restrictions, recently, cooperative-based MCC extends the cloud resources to the edge of the network. That is referred to fog computing paradigm [2]. Fog computing is expected to be a promoter of mobile cloud computing and reproduces some new applications and services. The idea of creating federation for mobile IoT clouds implemented in the network’s edge node is presented in [4]. In this paper the coalition formation game and the concept of Nash-Stable solution is used in order to mange the federations. Instead, in [8] the cooperation of devices is analyzed in order to share resources among multiple sponsors. It is claimed that participation in the proposed mechanism is always in the favor of the parties. Nevertheless, the cooperation is occurred in exchange for money between different service providers. The idea of a resource coordinator elected among the mobile nodes is also proposed in [13] to manage the matching between application requests and device resources. However, the authors do not actually tackle the heterogeneity of IoT devices in terms of power, autonomy, and capabilities.

None of these papers consider the interactive scenario to evolve cooperation among agents during the time. But the mechanism proposed in this paper takes into account the social relations among devices as a factor of trustworthiness and as an incentive to cooperate.

B. Social IoT

The SloT is a new paradigm which represents the convergence of IoT and social networking technologies. In fact, SloT creates social networks in which things are nodes that establish social links as humans do [9] in real life. Considering several potentials of social networks within IoT domain, this concept is fast gaining the ground. For example, simplification in the navigability of a dynamic network of billions of objects; robustness in the management of the trustworthiness of objects when providing information and services; efficiency in the dynamic discovery of services and information, are among the key features in SloTs.

According to the SloT models, every node is an object capable of establishing social relationships with other things in an autonomous way according to rules set by the owner. The following possible types of relationships can be defined for these networks: the Ownership Object Relationship (OOR) is created between objects that belong to the same owner; stationary devices located in the same place create the Co-location Object Relationship (C-LOR); the Parental Object Relationship (POR) is created between objects of the same model, producer and production batch, while the Co-work Object Relationship (C-WOR) is established between objects that meet each others at the owners’ workplace, as the laptop and printer in the office. Finally, the Social Object Relationship (SOR) is created as a consequence of frequent meetings between objects, as it can happen between smart phones of people who use the same bus every day to go to school/work, people hanging out at the same bar/restaurant/gym.

The resulting social network can be shaped to be navigable, which is a fundamental feature to perform searches for specific services in effective and efficient ways. Furthermore, it enables to increase the trustworthiness of acquired service among entities [10], which might be useful to support security. However, most of the IoT devices do not have the processing and communication capabilities required for the creation and management of social relationships [14]. Accordingly, SloT solutions envision cyber counterparts of physical objects, which we call social virtual objects (SVOs), running on some server virtualized in the cloud. Such an approach has several advantages but suffer from a few major problems. In fact, objects might be far away from the data center hosting the cloud, which results in long delays and inefficiency in the use of the communication resources. Without loss of generality, in this paper we suppose that the SVOs are stored in the edge nodes to reduce the latency in offering the required services [15].

III. REFERENCE SCENARIO AND ARCHITECTURE

In this paper, we assume that objects belong to a specific entity, which could be either private, as it happens for objects owned by a user, or public, as it is the case of group of smart devices belonging to a municipality. In our scenario, we assume that the edge node (EN) is the first access point to the network for the devices and that each physical device has a virtual counterpart on the EN, called social virtual object (SVO) [16], which hosts information regarding the user’s preferences, the available resources of the device, implements
the social behavior and maintains social relations with other devices.

The goal of this paper is to exploit the potential cooperation among friends devices in a local environment tied by social relationships, the so-called Social Mobile-IoT Clouds (SMICs), in which the network edge node works as a coordinator to manage such local clouds. The main idea behind the SMICs concept is that, the heterogeneous co-located objects can cooperatively share their resources to distributively run their applications, rather than using cloud/fog services and with a lower latency and cost. Moreover, considering social interaction among devices can improve the reliability of services and also provide incentive for devices to cooperate with each other [10]. In particular, the edge node is able to identify the atomic tasks required to run integrated IoT applications, and then decides how to allocate these tasks among the friends devices in a SMICs taking into account the relationships among devices to enhance the trustworthiness of the resulting application. The edge node connects devices with available resources with those who are in need of resources to run their applications, in order to satisfy the user requirements and their corresponding tasks (e.g., computing, storage, sensing or actuation). In the case that there are not enough resources to satisfy the application requirements, the remote cloud acts as a backup to guarantee the task execution.

Figure 1 shows an example of the proposed scenario, with different devices belonging to both private and public entities: the dashed clouds represent all the devices of a single entity, the blue lines among SVOs indicate that there is a social relation among them, while the red circles are the possible SMICs as orchestrated by the EN. Whenever an entity requires a composite IoT application, her devices send a resource request to the edge node. The EN starts the coalition formation process in order to create a SMICs, so that each request is matched with the fittest available resources based on the entity’s requirements and preferences.

Once the SMICs is formed, the EN is in charge of assigning the atomic task to be offloaded and to oversee the exchange of resources. Each device can offer its resources to one or more different SMICs, as it can happen for the information provided by a sensor, which can be reused by several devices. For this reason, it is important to develop a system to appropriately match the tasks in a reliable way.

A. Notation and Problem Formulation

With reference to the scenario presented in the previous section, we consider a system with a single edge node and several mobile SMICs. The main goal of the edge node is to organize one or more SMICs in order to increase the number of services offered without relying on the Cloud. We assume that the edge node collects over a certain time frame the service requests coming from the devices in the area under its coverage and then, based on the available resources offered by the other devices, assists them in matching their available resources to the received requests.

Let us define a set of $N$ users, $U = \{U_1, U_2, ..., U_N\}$, where each user $U_i$ (private or public) owns a set of $D_i$ devices, each one of them with a virtual counterpart on the edge node, namely with its corresponding SVO. Each device $d$ is enriched with several type of resources, $R_{i,d} = R^t : t \in T$, where $t$ indicates the type of resource from the set of resource type $T$. Then, the $t$-th type of resource belonging to $d$, is denoted as $R^t_{d,k}$.

Another important parameter characterizing the users is their mobility, and then the mobility of all the devices they are carrying. In this paper, we suppose that users alternate movements and waiting times, so whenever they move from one location to another, they will inform the edge node with an evaluation of their waiting time in that location. The mobility parameter is fundamental to estimate the probability that a task is performed timely; in fact, if a user moves from the coverage area of one edge node to another, also the results have to be sent to the original edge node in order to be delivered to the device requesting them, thus leading to an increase in the latency of the application [15]. For the proposed scenario, we then define for each user $U_k$ the arrival time, $a_k$ and the departure time $d_k$ from a given location. Also, we assume that the users have uncertainty about the duration of the waiting time of other members. It is shown in [17] that this assumption leads to a more cooperative behavior.

Moreover, whenever the edge node has to match the received requests with the available resources, it has to take into account the energy level of each device. To this, we consider that to each device $d$ is associated an energy level $E_{td}$, so that the edge node can automatically discard all the devices with an energy level below a set threshold.

The creation of a SMIC is guided by the users’ preferences. To this, we define a set of possible preferences as $P = \{p_1, p_2, ..., p_M\}$, so that a generic user $U_k$ can specify a vector $P^k_{[a_k]}$ of her preferences with $\gamma_m$, representing the weight for preference $p_m$ assigned by user $U_k$ and $\sum_{m=1}^{M} \gamma_m = 1$.

Moreover, a user can also indicates how many requests can be assigned to each of her resources at most, $S$. Indeed each device has a quota that refers to the maximum number of requests that it can be matched with. When sharing their own

![Fig. 1. Resource sharing scenario in social IoT framework.](image)
resources, each user is considered rational, i.e., they want to maximize their own utility function.

A single user $U_i$ can request an application $a_t$, which is mapped by the edge node into a set of elementary tasks requests, where $t_{i,a}$ represents the generic task $i$ of type $m$ in the application $a$. In the service model, for simplicity, we assume that the EN has a predefined time frame to collect all the available resources and that each request has a time frame in which the required application must be completed. Moreover, the request also specifies the maximum number of devices $V$ that could be used to satisfy the application: this is an important parameter, since the higher the number of allowed devices, the simpler is to find a matching devices, but it is also higher the possibility that one of the them will leave the coverage area of the edge node, thus delaying the service provisioning.

IV. MATCHING OPTIMIZATION

After collecting all information about the set of available resources, the next step is the creation of pairs of mapped devices based on the user preference $\mathcal{P}$ according to a matching algorithm. This will assign the number of tasks requests being served for the involved devices. In this paper, we take forward our research by proposing a model based on the matching theory for the federation formation problem. We consider many to many (M-M) matching as a kind of assignment game. The M-M assignment allows devices to connect many but different resources and resources to be assigned to many but different requests. In our setting, the matching problem is between the set of available resources and the set of applications requested by devices. The main aim of this mechanism is finding the highest performance match, in order to fulfill users objective.

We use as a starting point the approach proposed in [18] to perform M-M matching mechanism. We assume that at given point in time the EN receives $n$ service requests and $m$ available resources statement. As previously described, each request may consist of a set of tasks that a device $d$ needs before a certain time $\tau$. For example, an application required by a device may consist of several sensing and processing resources. This condition is also established for available resources, i.e., the devices may have more than one free resource at a given time. Considering this, in order to comply with the required request, a single application may require resources from more than one devices.

The goal of our algorithm is then to maximize the matrix of all possible allocations, namely $T[i,j]$, which then represents the best possible matching for the given scenario when request $j$ is assigned to resource $i$. When maximizing the allocation matrix, the EN needs to keep into account a performance matrix $Q[i,j] \in [0,1]$, which expresses the performance values for the requester for each available resource based on his/her preference and it is used to weight the allocation matrix. We can then describe the optimization problem as follows:

$$max \left\{ \sigma = \sum_{i=0}^{m-1} \sum_{j=0}^{n-1} Q[i,j] \times T[i,j] \right\}$$

subject to

$$T[i,j] \in [0,1] \quad (0 \leq i < m, \quad 0 \leq j < n)$$

$$\sum_{i=0}^{m-1} T[i,j] = V[j] \quad (0 \leq j < n)$$

$$\sum_{j=0}^{n-1} T[i,j] = S[i] \quad (0 \leq i < m)$$

where the vector $V[j]$ represents the maximum number of devices that must be assigned to each request $j$, while the vector $S[i]$ specifies the maximum number of requests that can be served by the resource $i$.

Whenever matching the received requests with the available resources, the EN has to take into account users’ preferences, i.e. it has to compute the preference matrix $Q = [Q_{i,j}]$, where each element indicate the maximum weight of preference between pairs of available resources and requests. In order to fill matrix $Q$, we first extract the preferences from user’s profile. Then, each element $q_{i,j}$ shows how good is the matching between request $j$ from a generic device belonging to user $U_k$, with her preference $P^k$, and the available resource $i$ and it is calculated as follows:

$$q_{i,j} = P^k[i,m]x \cdot F(f(i,j)) \quad (2)$$

where $F(f(i,j))$ is a column vector of functions of dimension $M$, one for each preference, that correlates request $j$ and resource $i$. If a user does not have any preferences and just need to accomplish her applications, such as the case for public devices, then the weight will be calculated based only on the available time of resources.

V. NUMERICAL ANALYSIS

In this section we analyze the performance of the proposed algorithm in terms of number of fulfilled requests. We consider a generic IoT scenario, where devices can request several application services, whose elementary tasks include sensing, actuating, computation and storage activities. We relied on the real dataset of social IoT objects accessible here\footnote{http://social-iot.org/index.php?p=downloads} [19]. This dataset consists of more than 16k nodes and more than 550k links distributed over the city of Santander in Spain, so we consider a single edge node with around 1000 devices under its coverage area.

This dataset contains information regarding the objects, such as typology and the owner, their profiles (that express the set of available services and related applications), mobility and devices positions, as well as the social relations that each node can create with the others based on the rules set in the system. However this dataset only consider sensing tasks, so we need to extend it to take into account the other type of tasks; moreover, even if the devices are separated based on their
mobility, i.e., fixed or mobile, there is no information regarding their power sources. The extended dataset is available at the same webpage; in particular, the object profile now also specifies a category for computation and storage capabilities based on the number of cores, the amount of memory and the amount of storage as well as the set of possible actuators offered by each category of devices. Moreover, we consider that static objects are usually plugged to the grid and then have no energy consumption issues, while mobile devices have a maximum battery level based on their category and consume energy for every task solved, except for the sensing ones which can be provided by the corresponding SVO. Table I shows all the parameters for our simulations.

As previously discussed, the edge node periodically collects the available resources from the devices. Depending on how the federation process is implemented, the matching algorithm could run either periodically after the resource collection phase or as soon as a request is received, i.e. on demand. In the first case, the edge node has a clear view of all the requests that need to be satisfied and of the pool of available resources; instead, with the on demand approach, the EN provides the best matching for each received request but without taking into account if and how many requests it will receive before the next time-frame.

The analysis is conducted by using a simulation code developed in Python to study the impact of the number of requests on the percentage of served requests. In particular, we analyze the results of the proposed matching algorithm when considering the two approaches describe above, namely on demand and periodic, and with different values of available resources. To compute an accurate confidence interval, each scenario has been evaluated over 40 different runs. The results shown in Figure 2 refers to the percentage of served requests; please note that a request is considered successful only if all the tasks of the same application request have been executed inside the coverage area of an edge node.

As expected, the percentage of executed requests decrease with the number of requests since there are not enough available resources to satisfy all of them. The performance level increases with the amount of available resources, since they allow to satisfy a higher number of application services. Moreover, we can notice how with low number of requests the on demand approach performs better than the periodic one, but when the number of request increases the periodic approach outperforms the other one. This phenomenon is due to the fact that the periodic approach is able to best allocate the available resources since the EN knows exactly all the requests that need to be satisfied, but on the other hand it has outdated information. The on demand approach enables the EN to allocate resources as soon as a request arrive, but not knowing the total number of requests that it will receive, it can only make sub-optimally choices.

The trustworthiness of the friends is calculated based on [11], where each device has different level of trust towards its friends according to the type of relations among them (see Table II).

Table III shows how the proposed algorithm reacts to different user preferences. Each user is characterized by a single preference assigned randomly among the three possible:

- maximize the trustworthiness of the application received;
- minimize the energy consumption from the user own devices;
- minimize the risk that the helping devices will leave the coverage area of the edge node.

Users with preference regarding the energy will try to match with plugged devices or with devices of other users in order to save their own resources. Finally, to minimize the failed tasks due to the devices’ movements, user will prefer static or slow moving device.

### Table I

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of users</td>
<td>200</td>
</tr>
<tr>
<td>Average number of devices per user</td>
<td>5</td>
</tr>
<tr>
<td>Number of available resources</td>
<td>[2000-4000]</td>
</tr>
<tr>
<td>Sensing units per service request</td>
<td>[1-8]</td>
</tr>
<tr>
<td>Computation units per service requests</td>
<td>[1-15] MFLOPS</td>
</tr>
<tr>
<td>Storage units per service requests</td>
<td>[10 -1500] MBytes</td>
</tr>
<tr>
<td>Actuating units per service request</td>
<td>[1-3]</td>
</tr>
<tr>
<td>Number of sensing resource per device</td>
<td>[2-8]</td>
</tr>
<tr>
<td>Number of Actuation resource per device</td>
<td>[1-3]</td>
</tr>
<tr>
<td>Amount of RAM per device</td>
<td>[0.1-16] GByte</td>
</tr>
<tr>
<td>Amount of storage per device</td>
<td>[0.1-1024] GByte</td>
</tr>
<tr>
<td>Energy level of mobile devices</td>
<td>[50-4000]mAh</td>
</tr>
</tbody>
</table>

### Table II

<table>
<thead>
<tr>
<th>Type of Friendship Values</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Owner Object Relationship</td>
<td>OOR</td>
</tr>
<tr>
<td>Co-Location Object Relationship</td>
<td>CLOR</td>
</tr>
<tr>
<td>Co-Work Object Relationship</td>
<td>CWOR</td>
</tr>
<tr>
<td>Social Object Relationship</td>
<td>SOR</td>
</tr>
<tr>
<td>Parental Object Relationship</td>
<td>POR</td>
</tr>
</tbody>
</table>

![Fig. 2. Percentage of successful assignments.](image-url)
Table III shows the effects of the three proposed preferences (in the rows), when the same user set a different preference for 15 different applications.

As expected, if a user wants to maximize her trustworthiness, the EN will select the devices tied by the OOR which are the most trustworthy, to the detriment of the consumed energy; on the other hand, to minimize the energy, the EN will choose other devices whatever the social relationship with the requester. The third preference is a good compromise since it is expected that the mobile devices of a user will likely be predictable in their movements, so the EN will choose the user’ devices to minimize the failed tasks unless there is some static device that can give a higher reliability.

VI. CONCLUSION

In this paper, we proposed a novel federation mechanism, so called Social Mobile-IoT Clouds, in order to exploit the potential cooperation among co-location IoT devices by considering the social ties between them. Throughout this study, we have been focused on cooperative scenario, where, the edge node operates as an orchestrator to support dynamic resources sharing among devices. In order to manage the sharing resources, an assignment game using matching theory is presented, which the performance evaluation has shown the enhancement obtained in the term of successful assignments. For the future work we plan to develop the new trust algorithm and improve the matching solution. We can expand our point of view, and consider more than one network edge node, and users may change their positions constantly. Also considering matching in dynamic environment, where the preference of each device changed during the time, then the time is also must be considered as a dimension for the solution. In this work we assume that edge node is aware about resources and presence time of devices, we plan to design truthful mechanism that forces the devices reveal their duration of presence truthfully to the edge nodes.
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